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VistA Imaging - Running your System - Minimizing the Gotchas
Good morning everybody.  Welcome to Class 137 on VistA Imaging, Running Your System, Minimizing the Gotchas.  How many of you are actually running the VistA imaging systems right now?  Most of you all, great.  So hopefully maybe I can give you a tip or two.  That's what I'm hoping.  If you're already doing it right and things don't go too wrong, you're probably doing things the right way.
A gotcha is actually defined as a detrimental condition that is designed to sneak past the other party, usually in a contract or an agreement.  So I don't know how well that really applies to our system, but there are a lot of things that we can overlook.
This won't be an all-encompassing presentation.  Use common sense.  We have a fairly common system, but at each site everybody's varies just a little bit.  On the daily checklist try to go and touch every box.  If your box is remote you obviously can't do it yourself, maybe you can have somebody there go through and do a couple of the checks that physically take looking at the system.  Go behind the box, use your senses.  You can hear a fan bearing going out, a disk light will go from green to red, one power strip goes out, you have half your power, you're still up, but you still have problems.  Something burning, go through and just check it out.  And the daily checklist shouldn't take longer than 15 minutes, it's not designed to take all day.
Here is one where we actually have one.  Claude Rankin is in Houston, that's where we actually did it.  Before I became National Support, that's where I was, and our boss wanted a daily checklist just to make sure everything was up and we could verify it in case the IG came in, we could say yes, we have it, it's on paper.  Went through many things on the cluster.  With cluster administrator the imaging storage is up, back-up exec was up, the nightly job ran fine, we printed the log files, we verified each magnetic share was on line.  When I talk about physically touching the box, we had an HSG, we still do, we went to the back and verified that the heartbeat lights were flashing, all the lights were green.  On the backside on the HSG you had two fans and some power, verified all those were green.  On IMM1 and 2 we checked those were online, both power supplies were running, checked the HBAs were okay, checked the backside of the tape drive, it has lights also.  Verified that the fiber channel was up and running.  On IMM1 we actually kept SmartTerm up so that if there were any issues with the HSG it would print out a screen and you could see it.  On IMM2 we had a background processor running, made sure it was running.  We had a second background processor running on another box, so we checked that.  On the Jukebox verified each extended drive was online, verified the media in the MOVE group was there.  Pending MOVES were low, the Jukebox, the library was online on the hardware side.  We have extended drives which were just the logical drives, then we had the physical drives.  On the rack hardware we just made sure everything was up.  Eight digs, just went down and verified the hard drives were there.  And on the software side for each dig MSM was up.  We were using SmartTerm instead of the Telnet sessions.  Made sure the baton's spinning, verified the listeners were running.  On the 282 sessions that would error out every so often, we just have to go in and close those daily, made sure everything was up.  Did it for all the DIGS.  Text gateway, just made sure, we were running a Mitra broker, so we had the 11 box and the 12 Mitra broker session.  In our case we have a laser share, made sure it was up and running.  Talk server, the Mitra broker itself we were responsible for.  Also had the CP gateway, had endoscopy, the demo machines and the talk server.  We actually were doing a dump of the sequel files and the voice pro files, we copied them out every night as well.
Let's move on to the Image Gateways.  On the image gateways they process our images through the system, everything the modality sends to the gateway, to one of the listeners, gets processed through on the image processing window and gets filed into the system and copied to the RAID and the Jukebox.  

Here's an actual Image Gateway down in Houston.  As you can see, it's a real busy box.  All the screen real estate is taken up.  We put our listeners on the right side, our Telnet windows on the left.  We tried to line everything up.  We had as you can see six listeners, they're not quite the same height on each of them but the idea was with six of them, I could tell at a glance, I filled it up from top to bottom, if I had two I would take half and half, with three you just try to split it up evenly.  So at a glance you can see if all your listeners are up.  That's a set-up issue, it takes a little time to start with but then after you see it, you can look at it and make sure everything's up and running.
Now we change here.  Here we have the image processing window.  We see which file we're processing, we have the patient name whited out, the social whited out, and the case number.  Ours was in a secure environment, so I would always leave name and social up, it makes troubleshooting just a whole lot easier.  I preferred SmartTerm over the Telnet session because you get scroll back.  When things are running fine it's never an issue, but once every couple of months you have to go back, and it's nice to be able to see what happened.  You can see on this one the four files getting created, the first one is the big file, the second one is the TGA, the abstract, and the text file.  You can see them all getting copied out to RAID, and then the last step of the process it actually deletes the image off the DIG.  Again with this one, it has the baton twirling as well.  

We go down to the image status window.  On the image status window you can actually see how much disk space is available.  You can see modality that's not defined.  If there are any corrections through DICOM correct, you will see those up there as well.  

Now I wanted to show it with the listeners having the focus over the SmartTerm sessions.  

As you can see on this one, this one does a single association per file.  All of these ought to have the batons twirling.  Most of you all already know that, but for those who don't, if you see the baton there it should be twirling.  It changes about once a second.
As you can see on it as well, we have the date and a time, and we have a file size.  14 mgb, this thing is a digital chest room, the digital units would shoot anywhere from 14, 18, 19, 20 mgb.  You just have to be aware that's normal, that's how big the files are.  If you see something coming in at 2 mgb when it ought to be a full chest, you know you have a problem.  Or the modality may have a problem, or the network may have a problem.
On this one it's off the screen.  What I wanted to point out on this is a multiple association, instead of just one file being sent and then a disconnect, it has multiple files coming through before a disconnect.  Your CT machines will send sometimes hundreds, sometimes thousands, same with MR.  Just be aware of what type of machine it is.
What else do the DOS boxes show us?  They should tell us what is sending, what IP address is connecting to it, it tells what port that listener is actually on, and you can tell it's waiting for another association.
On this one up here, unfortunately you can't see any baton twirling, but notice the select up there.  If you have a select, one of the properties in the DOS boxes, if you click and hold within that window it goes to select.  You know, selecting DOS text, but it doesn't return to normal listener until you hit the return key.  So in other words, right now that one's not an active listener.  The machine can try for an association and it won't get it.  That's another one of the things to check daily.
This is the 435 window.  As you can see, volume group IMA, that's your manager account, it has 44% free, it has 10,000 blocks.  On the DICOM volume 40 mgb and it has 86% free.  If you track this on a daily basis your manager group should stay real constant, it doesn't change.  You can see some issues with the DICOM group.  It will actually drop a little bit with errors in the error trap, studies needing correcting, undefined modalities, all of that will affect how much space is left.  Normal is anywhere from 80 to 90, or should be.  Once you start getting 30, 40% you have a problem somewhere in your system, something to check it out.  You could have errors in the error trap, a modality sending something that we don't take real well, it can just get stuck within the system.
If you go into Windows Explorer you'll be able to take a look and see what we're looking for.  We have two hard drives physically on the system, a C drive and a D drive.  What we're looking for is how much free space there is.  That one was created with the small C partition, that one shouldn't change too much.  The D drive is where all the images are being stored.  You want to keep an eye on that every day.  

That one is for Boston's EMED server.  Sometimes we still have the 18 gig drives, and 18 gig drives are not enough for a PAC system interface.  If something happens to it, it's going to get stuck and it's going to run out of space.  For most places that are using VistA Imaging as their PACS.  15 ought to be enough.  If radiology is checking, or whoever is responsible for checking the correct file, if they go through we shouldn't be having a whole lot of missed studies.
Now we move on to the text gateway.  The text gateway does the business of moving and creating DICOM objects in a textual format.  It's the HL7 messenger.  It generates the modality work list.  Gateways can be either text or text or image gateway, and oftentimes they're both at some places.
On this as you can see we have the HL7 processor, in this case there's a Mitra broker on the backside.  If you don't have a Mitra broker you only really have to have that 1 on 1 window.  It's nice to have the status window up and running as well, you can see how many messages it's falling behind.  It should stay fairly current.
This is the HL7 processing window.  Again, we have the batons, it should be twirling all the time.  You should also notice the date and time on it, all of this ought to be current.  If you're checking it first thing in the morning and radiology is already cranked up, it should be a couple of minutes behind, tops.  

On the Mitra broker window we have the same information, oftentimes the HL7 will come in and it gets sent right back out to the Mitra broker.  Again, we have a current date and time, we have the baton twirling.
This one is just a text processor for a consult only HL7 box.  As you can see it says radiology is not enabled, but there actually has been one recently.  I'm of the opinion that a text gateway with the consult doesn't really buy you anything.  It's been out long enough, it's stable enough, you ought to be able to get away with just running one text gateway for everything.  Again, it is site choice though.
Now we'll move onto our cluster.  Typically it's IMM1 and 2.  I've seen 3 and 4, 5 and 6.  If you have a couple of different systems it isn't going to be strictly 1 and 2.  On the cluster we run cluster administrator, we use Windows Explorer, Backup Exec, and oftentimes we have background processors running on them.
We'll go into cluster administrator.  This is the magnetic storage.  We have our drive letters, we have our share names, notice they're all online, notice we have an owner.  It doesn't really matter if it's on 1 or 2, just that one of the machines owns it and they're online.  You will get a call if it's not online, you know that.
Pulling up Explorer, here's all your magnetic storage, all showing up as local disk.  You can see the disk size and you can see the free space.  With our magnetic, until we run a purge, the numbers should stay lower.  I don't know how much space your site uses, anywhere from a couple gigs up to 20 and 30 gig, but every day those numbers will go lower until we run a purge.
Here's a background processor.  On this one we're running two background processors.  One of them's running the JB to HDs and the prefetch, and the other one is running the Jukebox, your import, your abstract, your delete queues in the GCC.
The whole idea behind running multiple background processors is if you run into a choke point somewhere, say it takes 30 seconds to a minute or even longer on some of your imports, and you want other things running that won't stop it up, you define a second background processor, you can start it up and you have multiples running.  

Here's Backup Exec.  As you can see on this one we got a whole lot in red.  Not a good thing.  You need to make sure that your backups run daily.  We've run into a couple just recently where we actually had to go back to tape and do a restore.  They're running a full backup weekly in addition to the incrementals.  The full backups running, it doesn't look like it finished properly.  Here are the incrementals, I'd be questioning those as well.  All of those are the same size, they've run four consecutive days.  You should know how much space you're using on a daily basis.  Your backups should never have the same size twice just because that's the nature of the beast.  If you don't do any processing over the weekend, that's the exception to the rule.
Now I'll move onto the Jukebox.  The Jukebox runs disk administrator, DexAdmin, MediaStor Admin, we'll be using Windows Explorer again to take a look through these.  Here's a DexAdmin window.  This runs on your Jukebox server.  You see the extended drives.  Drive scan information, file information, you manage what you're doing with your platters out of this box, out of this window.  Here are the extended drives being managed, E, F, G and H.  Drive scan information, this one starts up at midnight, runs for 4 ½ hours, it runs weekly.  

File information, how many files it actually manages, fetches, purged, pending purged, pending move.  The pending move, that tells you how many files are waiting to be moved to the platter.  On the whole screen, the very bottom line I feel is the most important.  If it says anything from 0 up to a couple of thousand you're alright.  If it says 10,000, if it says 50,000, something is wrong.  If your extended drive fills up, nothing more will be able to be written out to it.  Hopefully you never get into that situation.
Here if you double click on the move group, the move group properties opens up.  You can see number of media that are in the move group, free space on each, total space on each platter.  In this case we've got the 9 gig media in there, so half of it's around 4.2 gb.  

Over on the statistics tab, right here, that mirrors what's happening on that previous screen on the move group.  If you have a single move group, you won't have to go in and look at this.  If you have several shares, or several move groups that are in together, and you have files waiting to move, you would go here to see which one would be your problem child and is having trouble with its move group.
If you go through the media, as you can see I want to highlight that, you need to see what one that's in an error state looks like.  You ought to be able to pick those up.  If you highlight it itself it shows up as red as well.  It's an error status.  To clear it you would right click on it and just do clear error state.  It's nice to go through every couple of weeks to do a check on this.  If somebody just ran an inventory on your machine you need to go through right after that's finished and check for any of these.  Oftentimes we'll find that we'll get multiple platters that are in red even though they've been inventoried, or it says they've been inventoried.  Some of them haven't.  We'll be able to see gaps in the extended drive.
Now I'll move on to media store.  This is a hardware picture into your Jukeboxes.  Three Jukeboxes, each Jukebox has a different number of drives in it.  Two of them have 8, one of them has 4.  The one that has 4 has strictly the UDO drives.  We'll go in and see a description of these.  Logical Jukebox name, skuzzy address, Plasmon 638, mounts, dismounts, exchanges, errors.  It's actually more important on the drives rather than on the Jukebox.  Drive 3, there's a skuzzy address.  It's a UDO, it's green, which means it is active, an event is occurring, either reading, writing, copy update.  In this case it's copy update.  Platter name, total bytes, written bytes, free bytes.  And again, there's another status.  What we need to look for in here is the mount count, here we have error count, we shouldn't be having too many errors.  I don't' remember if this one had been zeroed out, they had swapped out drives and I'm not sure if they had zeroed the error count.  Oftentimes what we'll find is even as few as three or four hardware errors on it, you'll oftentimes see platters go offline.  What I didn't do is show drive 3 4, 7 and 8, typically what happens with the UDOs, it will use drive 3 and 4 significantly more than it ever will your other two drives.  This one has a mount count of 58,000.  Drive 8 on the other hand could be as low as 1,000.  I don't know why OTG uses the top drive, but that's what it does.  You'll probably find the same thing on your system.  
Again, drive information, media information, drive statistics.  The hardware error count is usually a big indicator if there's something wrong with the drive.  

For this what we're looking at is the extended drives.  In this case D, E, F, G, H and I.  I don't think they're using H and I just yet.  As you can see, they have quite a bit of free space.  G seems to be the active drive right now.  What we're looking for in here, we know the drive size, we're also looking for amount of free space on here.  If you're having trouble with your DexAdmin you will see this go down quite a bit also.  Actually talking with Roy, this is his old flat file drive, and it stays pretty full, but that's his normal condition.
One of the other things we did was chart, we literally did it every day.  Generated a spreadsheet.  We did not do the round robin, we told it which drive we were going to be using on it, we did that manually.  We actually highlighted which drive was being used, we could see the space going down.  

We got these numbers straight from Explorer.  We tracked the drive scan time.  On a weekly basis we found out what disk we were using.  These were the 9 gig drives.  I kept a 12-week average.  I found out how many platters we were using on a weekly basis, tracked the internal entry number on the image file so we knew how many IENs we were using on a weekly basis.  On that I just averaged it out.
What we noticed here, this was one of the problems.  Ours jumped from 5 million to 8 million one week.  It was right after we had a new system put in.  Gee, imagine that.  Problems after a new system.  We had a lock problem.  Occasionally the software tries to get the next entry, and it doesn't always work, there are a couple of them running, and eventually the lock condition will go away and the internal entries will generate properly again.
I knew we usually used 45,000 or so, 40 to 50,000, so when it jumped 3 million, I didn't find out Tuesday when it happened but I did find out Friday, so I knew fairly recently when it had occurred.
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