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Joint Ventures Today - Lessons Learned for Tomorrow
Good morning, everyone.  Welcome to Joint Ventures Today: Lessons Learned For Tomorrow.  My name is Glenn Crandall, I'm a Project Manager for the STS, which is the Terminology team, so I'll be talking a few minutes about that.  Also up here is Gloria Smith, who is the Program Manager for the HDR, the Health Data Repository, and Clyde Miller, who is a Project Manager for the HDR team.
Just to give you an overview of some of the topics we're going to talk about today, both teams individually are going to talk about an overview of the programs, the Terminology team and the HDR team, our current status, some of the work we've done to date, some of our future plans, and then we'll talk a few minutes each of us about some of the growing pains, the things we've learned over the last couple of years.  Both of these programs have been going for many years, five or so years, so we've learned some things and want to talk about those for a few minutes.  I guess we'll have questions, write the questions down and give them to the workers here and we'll be able to answer those at the end.
The reason that the two teams are presenting together, even though we are separate teams we work together very closely.  In Standards and Terminology we create data standards, but they have to go somewhere in order to become very useful, and that's what the Health Data Repository is for.  It's a central database that allows us to exchange data with our partners, we'll talk about more, but also within VA's, and so it's important that the teams work together in order to meet the standards and make those useful throughout the VA.
Just a quick overview of terminology standardization.  Terminology standardization is the identification, adoption, implementation, verification, maintenance, and compliance monitoring of data standards.  So it's a big process that we go through.  It's foundational for computer interoperable data sharing across Healthcare Information Infrastructures, and I'll talk more about that as we go through.  And some of our goals that we have is to ensure consistent interpretation of clinical information, so not just that it says the same thing but people understand it to be the same thing, support for Clinical Decision Making, Interoperability Support with healthcare partners, and support of our Public Health and Biosurveillance activity.  We're just getting started on this but we have data, we have it in a central database, and we can start to use that to look for trends, look for things that will help us in the future.  So it's just something that we're beginning with and kind of our motherhood and apple pie, the reason we're all here is to improve quality, safety, and cost effectiveness of patient care.
So what does Standards in Terminology Service do?  Our job is first for clinical data standardization, this is standardization of the allergies that we've done in the past, vitals, laboratory, pharmacy, administrative data, some of the non-clinical data that is important for clinical care, support of VistA 2.0 terminology, our HealtheVet reengineering efforts that you may have heard about.  Moving forward VistA traditionally has been very decentralized, we're making changes there, but as we move to a new platform we want to have the data and standards that support that, so we're working with the teams as kind of a service to the various reengineering teams to make that happen. 

Interagency Interoperability.  Yesterday Dr. Agarwal in her presentation talked about CHDR and VHIE and FHIE, and I'll talk a little bit more about that, but really what we're doing here is key if we're going to make this work.  That's one of the big goals now I think and one of the big things in healthcare is sharing data and sharing meaningful data across organizations, and having standards, and having a standard repository for that is key if that's going to happen.
And Terminology Maintenance.  It's just a huge thing.  When we go in to standardize a file we do analysis, and you can go back and you can see at some point maybe 10, 15, 20 years ago they sent out a file to every site.  They kind of seeded maybe an allergy file and all the numbers are the same, everything's the same, but then things got a little bit out of control because of local variation, which was part of the way we did business and so if you don't maintain files, if you don't have a way to do that maintenance, then your standards don't last very long and they're no longer standards.  So that's a big part of our team and as we grow and as we have more data that's standardized, we spend more and more time with the maintenance.
Then at the foundation of all these activities that we do, so the top five bullets are what we have, but our physical creation is terminology, content and model, and this is the standardized data, and we have a terminology model that tells us how we organize that data, what kind of attributes go with that, so we can make sure that's useful.  And Terminology Services, that's the hardware, the software, that goes along to make that terminology available.
So basically to say the same thing, just in a graphical way, here's the terminology model, content and service, so this is what we've created to date, and then the pillars here are the work we do every day, and these kind of change as we go from one project to the other, but this is our mission in terminology to work on these various things.  I actually had a little chimney on there one time but they told me it wasn't very professional, the smoke was coming up and they told me to take it off, so I did.  But to kind of try to make the point that we have a foundation of our terminology services and our model and content, and then we do work on top of that.
So to date in Terminology Services we've deployed standards for vitals, that was in May 2005.  Allergies, both reactions and reactants were in July 2005.  Pharmacy Phase 1 with several of the pharmacy files in September 2005.  Our Document Titles, our TIU titles, last October, so almost a year ago.  Selected Orders files in November 2006.  And our chem and hem for laboratory just recently was released in July 2007.
I'd like to talk for a few minutes about the New Term Rapid Turnaround Project.  I talked about maintenance before.  Traditionally as I understand it for like the allergy files someone had a new allergy, they wanted a new reaction or reactant, they would go to a CAC or someone who'd go into the system and add that.  Now that we're locking down those files and saying that instead of making those local we're going to do that centrally, we need a way to take in requests, analyze those requests and send them out to the entire country.  Not an easy thing to do and something we hadn't done before, so we created what we call the New Term Rapid Turnaround Process.  Has anyone ever used that, gone into the website, submitted a request?  Jamie, she's one of our team members, but she's used the process.  To date we have three files that we do this NTRT process, at least through June 2007.  Vitals, we've sent out 17 new vitals terms, 109 allergy terms, and 302 document titles, and I'll go through these just quickly in graphical format.  You can see the scale here, this is vitals fairly small, our biggest quarter in 2005 was six, but you'd expect the vitals wouldn't change too much.  We do all the analysis we can up front, we get lots of teams involved, we get people from the field involved, and we try to come up with the best standard that we can, knowing that as soon as we get to the field 100 and how many different Medical Centers and all the sites, people are going to have different uses and different things that they need, we're going to have to make adjustments and that's part of the game, part of what we knew we were going to need to do.  So you can see we started out with several new requests as we go, and those kind of trickle off.  Now we get very little activity, there's 3 in Q 1 of 2007, I don't remember what those were, but very little activity in the vitals.  Allergies, the same thing.  The first one there we're talking about 60 here in Q 1 of 2006, so we were at some test sites, we had a pretty good spike when we first went out, and now we get a couple requests a month, we maybe put one or two out each month.  So not too much activity there.  And then the big one is actually document titles.  We released it way back in October or November of 2006.  This one required mapping at the sites, from a national standard to their files, the due date was April 1st, and you can see that things went along slowly, then all of a sudden March came along and people got to work and they realized some of the needs they had for new document titles.  There were quite a few requested, we were able to send out quite a few, and since then it dropped off pretty quickly.  So what this tells us, and at least what we like to believe, and if someone tells us otherwise, is that we're meeting a need at least.  Once we get things going along and we have their initial spike of new terms, that the standard is working pretty well, we have some things trickling in, and when they come in we have a review team made up of people in the field and our team in Terminology, we have doctors and nurses and informaticists, we do the analysis, determine if it's appropriate for the standards, and send it out.  But those really slow down quite a bit, and that is what we would expect and hope after things get going a little bit.
As it was mentioned yesterday, CHDR, CHDR stands for Clinical Data Repository, which is the DoD Department of Defense CDR and Health Data Repository put together.  So it's exchange of data between a central VA database and a central DoD database.  But the difficulty there is we talk different languages.  BHIE, bidirectional health information exchange I believe, as was discussed yesterday exchanges textual data back and forth.  That's helpful, but you can't do decision support on textual data so the next step on that of course is to exchange computable data, and that's what the CHDR project does.  And terminology plays a key role in that project.  To exchange data we need to have some kind of central language that we both speak, and you can see there that we currently exchange drugs, drug allergy, and allergy reactions, but we have to use a standard, RxNorm, UMLS and SNOMED CT, and these are bigger than the VA and DoD, they're international standards that we've chosen to use to exchange data back and forth.  Lab is coming with chem and hem fairly soon with LOINC and that allows us to take decision support from data from the DoD.  So I'm going to have an example here.  So my example is that a patient comes in, has an allergy to aspirin at the DoD, and the data is stored in the CDR.  We want that data to go to the VA hospital, the patient is seen at both places, it's important data, we want to be able to do decision support on that.  But when that data is stored at the DoD it's stored with whatever numbering system they use, they might have their own version of an IEN, whatever it is they are numbers that's important to the DoD, but they don't mean anything to us.  And so if they just sent those over we wouldn't be able to do any kind of decision support on that.  And this by the way is a simplified view of the whole CHDR process, very focused on the terminology piece.  So the DoD then would translate that allergy to aspirin to what we call a UMLS CUI, or UMLS code, C004057, and that's what they send across to us.  That is in language that we can take and do something with at least.  But our system still doesn't understand that natively, we can't take that and do any decision support, we need to turn that number into what we call a VUID, VHA unique identifier, that's kind of like a national IEN if you will that can be understood across all sites and so we have to take that number and then change it to VUID 4538527.  Finally it's stored in the HDR, and then through remote data views in future systems we'll be able to do decision support with that data.  So not a simple process.  Like I said, one of the buzz words is interoperability amongst various sites, but not many people have done it to this point.  We've looked and I don't think we've found anyone that's done it on this scale.  We still are just in the beginning stages of CHDR, we want to increase this as we go, but it's hard stuff and that's why no one has done it.  We've done a lot of good work on that, actually had a chance to present some papers at various places, actually one in France even, and the response is people are very interested in what we're doing.  But this is just with the Department of Defense, so we work closely with them, we coordinate with them, but what happens when you have five other partners, Indian Health Service, other groups that we want to share data with, it gets even more complex.  So it's something we're just in the beginning stages with, but exciting things going on with the CHDR project.
Just a word about our Terminology Services, most of this is stuff that you'll never see, mostly it's applications that access the services that we have.  We have some VistA tools that extract data and allow us to do analysis when we're creating a standard, terminology server that does real-time things such as the CHDR translation I talked about, authoring environment where we create the standards, do the maintenance, a deployment server that allows us to push a button and deploy to 128 different VistA systems at one time, at a very close proximity.  So we've had to create some of that.  And then the NTRT web portal, which is actually an end user application, if someone has a new term they want to request they can go out to the web portal, they can enter the information, it comes to us, we do the analysis, we can communicate back and give a status on that.  If you had a chance to go to the problem list using SNOMED CT prototype, there was a class yesterday and they're in the exhibit hall, they've automated this so if you don't find the term you want you maybe can select a free text, but it automatically shoots off a message to us and it allows us to start the analysis without someone going to a separate website.  So of course we want to build that in as integrated as possible, but it's kind of a step-by-step process especially because we have to make changes to the GUI and other things which can be difficult.
So some of our future plans in 2008.  The problem list as I mentioned, we're reworking that right now, it's based on ICD9 which isn't very clinician-friendly, clinically expressive, and so we're switching to a SNOMED CT which should be a much better standard.  Still tied to the ICD9 for billing and other things, but a whole different view for a clinician when they're entering problems.  Encounters, immunizations, radiology, these are all things that we're working on to standardize in the coming months.  Our future domains, we don't have the list finalized with, we're working with patient care services and other groups to determine what needs to come next.  One of the things we've learned, one of my lessons learned that I'll talk about now, is that we in Terminology can't decide okay, this one looks pretty good, let's go ahead and do that.  We can go to the HDR and they can tell us this one looks good, but really it comes down to what is the need in the overall community.  So we're working more with the business community to determine what are the best standards to come in the future.  CHDR certainly plays into that, there's lots of different customers and we want to make sure that we're not doing things just because it's easy or it's fun, but that it really provides value.
So some lessons learned, I think I've talked about most of these, I'll just finish up.  One is we'll never make a perfect standard on the first try, that's why we have the maintenance NTRT process, because we know that it's going to take feedback, it's a moving target, and that's just how terminology is, that's how medicine is, so we have to provide for that.   Number two is we've learned that it's difficult to avoid terminology mapping.  When we first started we thought we'll create a standard file, we'll put it out there at all 128 VistA systems, people will use it, no mapping, no problem.  When we got to allergies we realized well they need to understand what that old allergy meant that was entered 5 years ago, 10 years ago, and we want to do decision support on that, it's still there in text but the more information, the more codable that is that we can use it.  So we went back and we did quite a bit of mapping.  Here we have free text allergies, over 825,000 free text allergies converted to coded terms.  And most of that was done algorithmically, we of course had to set it up and try to figure out all the different spellings of penicillin or whatever, and then we were able to go through and make quite a few of the changes at one time.  With LOINC we have 153,000 unique lab test result names mapped.  In this case we actually have a team of people that go out and do it one by one, we've hired a group of lab mappers to do this.  And then document titles, which was done recently, in this case we have a National Standard that people map their local titles to, and that was done by the individual sites.  And so there's different ways we do mapping.  If we were to start from the ground up today, we would try as best we could to create a standard and just use that going forward, but that's not always possible, especially with historical data and use of local data, which is important.  We have to map more than we ever thought we would.  And then of course with that comes maintenance and monitoring.
And just to finish up, exchanging data with external systems requires continual coordination and maintenance.  We might have a good exchange with the DoD and then they add a drug or we add a drug and all of a sudden we're off again.  So it's something we continually do.  We make updates to this the same days the Department of Defense does, but like I said, with one partner at least you can put a box around it, when you have multiple partners it gets a little bit more difficult but it's something you've just got to keep maintaining.
And then number four is standard development must be coordinated with all stakeholders.  Probably not necessarily a lesson learned, but something that's just reiterated over and over is the business community needs to be involved, the other projects and other applications need to be involved as we decide exactly what standards to create and what will provide the most value to the VA.
Now I'll turn the time over to Gloria to present on HDR.
Gloria:  Thanks, Glenn.  So now we have the Standards and Data Terminology Service.  That is required before the HDR can move forward with its work.  So what is the HDR?  I think we've been trying to spread this word around now for the last several years, and I'm not sure that the information is getting out to everyone, so if you were in our session yesterday you would have seen or heard some of this same information, but we're going to continue to share it until the word is out there and until the folks know what the Health Data Repository is and what it stands for.  So Health Data Repository is simply a Clinical Information Repository.  Currently it's residing on one national platform and within the next couple of years it will reside on four additional platforms.  They will be located at four of the regional data centers throughout the nation.  It's used by healthcare providers to facilitate longitudinal patient-centric care, it supports the delivery of care so regardless of where a veteran is seen or where he lives or how many locations the veteran goes to, that record will always be available to the provider.  The data stored in the HDR comes from the existing VistA, and once their reengineered clinical applications come on board, the data will then be coming from those applications.  And the HDR will also serve as the primary source of what we refer to as the "clinical" legal health record.
The HDR is nationally accessible, it's standardized, it's clinical repository that includes data from both VA and non-VA sources.  Right now that non-VA source is the DoD.  It's a standard spaced database, it supports dataset standardization between and among the DoD, government, and other private industries.  And it serves as authoritative data store for transactional clinical data.  This allows archiving and hopefully purging of some of the data at the local sites so that they can have more storage space.
The intended use of the HDR is to provide a data repository that stores population centric clinical data in a computable format for analytical purposes.  It enhances sharing and interoperability of clinical data between government and other outside agencies, and it will serve as the new reengineered clinical applications platform.  So before those reengineered applications can come on board, the infrastructure for the HDR must be stood up.  

Now I'm going to talk about the data that will be stored in the HDR and what will not be stored in the HDR, and you can see on this list that there's only one thing that says it's going to be stored in the HDR, but that is a considerable amount of data.  So what will be stored in the HDR is patient-centric clinical data.  What will not be stored in the HDR is non-clinical data such as administrative.  We have an administrative data repository that will hold the administrative data, the demographic data, they're talking about a financial repository.  Regardless of where the data is stored it will all come together when it's provided to the stakeholder or to the provider, but for the clinical data repository we're only going to be responsible for the clinical data.  It will not store Class III products, data from Class III products, or COTS applications, local mods that are done at the sites.  It will not store external national databases or operational data that is specific to an application.  It will not be storing reference files, and it will not store health records that are not official business records.
So what are some of the benefits of the HDR?  I am not going to go through these, I believe I have about three pages of benefits, but I'm just going to highlight a couple of them, you can scan the others.  But once you start going through these you wonder why we never came up with the Health Data Repository sooner.  It's an integrated, computable, and viewable access to the patient's entire clinical health record and history from data stored in the HDR, from DoD, CDR, which is the CHDR, and My HealtheVet.  It's an integration of clinical information at an enterprise level rather than a local level, allowing easier access to data for organizational decision-making, quality performance measures, and can you imagine the dollars that can be saved with the Health Data Repository when it's stood up for EPRP reviews?  I worked many, many years at the Medical Center, and an EPRP review was an annual event and everybody was collecting all the information, pulling records, bringing them all to the Director's office so that when the EPRP reviewers came in that information would be available.  I'm not sure if it's done still at a local level or if it's done at a VISN level now, but each of the facilities was required to pay for those reviews and for the reviewers to come out.  With the Health Data Repository you have one central platform that the EPRP reviews could go to to access all the data related to that veteran.  Prevention of errors and adverse reactions.  There's another cost savings, not only to the Medical Center but to the lives of the veteran.  It's one source of health data required for disclosure purposes for legal efforts, and for research studies and clinical trials.  Workload aggregation is possible.  It's a source of data for educational purposes, for training that can be used, chronic disease management, monitoring and auditing of health record access and changes.  It eliminates the need for patients to compile and transport copies of their paper record to every clinician they see.  Now this is currently possible through RDV remote data views, or VistAWeb, but with the Health Data Repository the patient will not need to remind the provider that he has been seen at other locations, so when the patient's record is pulled up all of those locations will be viewable.  With VistAWeb or remote data views you need to tell the provider that you've been seen at other sites, then they can go out to that application and pull that information.  Standardized data that means the same thing at all VA Healthcare facilities.  You don't have to have the HDR to have standardized data.  Standardization can move forward without it, but what the HDR makes possible with standardized data is the computability that is brought forward with that.  It eliminates the need for multiple specialty databases such as disease registries, device registries, the Hep C registry that's currently out there.  All the information will be available in one site.  It eliminates the need to record and capture the same data in several different places, and so on and so forth.
So where are we with the HDR today?  A content team was put together to identify the clinical domains, and when I'm talking about a domain I'm referring to a group of clinical information that is like, so lab data, pharmacy data, allergies data.  So that's what I'm referring to when I'm talking about a domain.  So they went out and they looked in CPRS and the other applications to determine what clinical domains were out at the facilities.  They identified 30 domains.  So then after these domains were identified, they then went in and looked at all the data elements and data fields that were contained in each of these 30 domains, and they documented all of that information to these massive spreadsheets that are huge.  We felt like we caught all of the information, but to make sure that we have then another team was put together, it was called the clinical domain workgroup, and they are now going back through all of those documents and verifying that the data fields that we have documented are indeed all of those that are pertinent to providing decision support for the provider.  That is a very slow and arduous task, and I know there's a couple of people in here who have been working on that, and it takes many, many man-hours.  I believe that group has now gone through about four domains out of the 30, and it takes a good amount of time for them to do that.  And by the way, they are looking for SMEs, so if you get a call please volunteer because it is a lot of work for them to do.  

Next we created a Clinical Data Service.  We refer to that as the CDS.  This is the authoritative and exclusive source into the HDR.  It is the only service that has access to the HDR, so an application or a person cannot just go directly to the repository.  A request is made to the Clinical Data Service, they then go in and pull the data that is required from multiple databases, put it all together, and deliver it to the requestor.  It aggregates the clinical records from all the sources, and they provide what we refer to as a Clinical Record Management, or CRUD.  CRUD stands for Create, Read, Undo and Delete.  And it also enforces security, audit, clinical record access, and the implementation or the insurance that VHIM conformant payloads are there.  I'm just going to briefly mention what VHIM is.  I'm sure a lot of you have probably heard about it, how many of you really understand it I'm not sure.  I've been hearing about VHIM for a long time, Bo's in the back of the room, he's been trying to educate me on it, but it's hard to understand.  I just came back from a Data Consortium Meeting and finally the heads in that group were starting to nod that they finally caught onto what VHIM is, and I believe we've already presented to them five or six times.  VHIM is the Veterans Health Information Model that will be used day forward.  So any new applications that come on board must be VHIM conformant.  The VA has made the decision to move this way, the HDR is the first application that is enforcing VHIM, and what VHIM does is it is the Information Model that identifies what the data structure, the content, the message format will be for the data that comes in.  It can be as stringent as we want it to be, or it can be as tight as we want it to be.  Initially we wanted VHIM to be very structured, very tight, so all of the information that came into the HDR would be computable.  We realize now, or at least the way things are right now, that that's not going to be a possibility.  That some information may be left out that a provider wants, so we are loosening the strings on the VHIM model so that we make sure that even text data will be brought into the HDR.  

And the Clinical Data Service will also do the trigger data synchronization between HDR National and what will soon be HDR Locals, to make sure that the National and Local databases are in sync.
Okay, the HDR is made up of four components.  The HDR Inter-Messaging Service, which we refer to as IMS, HDR Historical, the HDR Data Warehouse, and HDR II Clinical Data Service.  I refer to that as HDR National Version 2.
HDR-IMS.  It is a database and a data management framework, it is a Proof of Concept, and it's day forward data.  The reason it is a Proof of Concept is that we were asked to stand up the HDR before it was really ready, and it was because we needed to prove to Congress that we could do interoperability and share data between the VA and DoD.  So we proved that we could do this, it's taken us about a little over a year to get this framework stabilized enough that we could really trust the information coming in and out of the HDR.  IMS as I indicated is day forward, so there's a number of patches that gets released to the site before this can take place.  One of them is the HL7 message patch, and the other one is a trigger patch.  So once those sites have installed the patches for the standardized data, that information then starts to populate the HDR, and that's what I'm referring to as day forward.  It's not a relational database, rather accepts HL7 messages in a clob format.  Laboratory will be the next domain we bring on board towards the end of the year, and it will be stored as relational.  It facilitates VA/DoD interoperability and currently we have three domains in the HDR, which is allergies, outpatient pharmacy, and vitals.
Next is HDR-Historical.  It's both a database as well as a data extraction framework.  The data stored in historical is from day backwards.  So once the triggers turn on the information or the data that goes into IMS, we then go out and extract the data from the sites from that day backwards.  That information is what we classify as historical, it's raw data.  We're basically going out to the site, making a copy of what is there, and bringing it over into the HDR.  Any information in the current information in VistA, if it's poor data it comes over into the HDR as poor data.  We realize that there are problems with this data, a lot of it is prior to '97, and to try to go back and clean up all that information would be very costly and it hasn't been proven to be a measure that the sites want to do.  But as we do data standardization they catch a lot of the issues and to the extent possible the data is cleaned up.  As the reengineered applications come on board more and more data will be cleaned up for point in time forward, because you will no longer be able to put in a value, a high blood pressure value, or a weight that exceeds 4000 pounds.  The system is going to come up and say stop, that's not realistic, are you sure that's what you want to enter?  And then the provider will have a chance to go back in and say yeah, I did do a fat finger entry there and I'll change it.  So that information when it comes over is going to be a lot cleaner, and because it's standardized and computable is going to eliminate a lot of the problems that is in current VistA today.
Again, historical facilitates DoD interoperability and it contains the same three domains that we currently have in IMS.
HDR-Data Warehouse, it also contains the three domains.  It's what we consider to be the back end of the HDR.  The front end of the HDR is where the provider is going to use the information.  We want to make sure that that front end can be as fast as possible, and if we go in and start running reports that take hours to days, that impacts the performance of the system.  So we are setting aside the data warehouse to run those reports.  Any of your routine reports, the information will come from the HDR feeding data to the corporate data warehouse.  So you've probably heard of two warehouses, the HDR and the corporate data warehouse.  The HDR data warehouse contains all of the data that's in IMS as well as historical.  The corporate data warehouse will contain a select portion of that information based on the needs of the stakeholder.  Any routine report or research will come out of the corporate data warehouse.  The HDR data warehouse will be used for those unusual reports or we've had a request in from the CDC, the Center for Disease Control, so we'll be providing them with information, feed some vital sign information to them.
I'm just going to walk you through, they always say a picture is better than a thousand words and I'm sure I've shared more of a thousand words with you, and you probably haven't understood a word I said.  So I'm going to bring up a very simplified view of what the HDR is currently today, I'm going to show you data going in and data going out.  But here you'll notice that there's the IMS database, the historical database, we have what we refer to as the historical staging database, so as information gets extracted from the sites it goes through the staging database before it actually gets loaded into the historical database.  And then we have the data warehouse.  And the CDS service is down there at the bottom.  So you have your preexisting clinical data, one time data, and then you have your new clinical data which is event based or trigger based.
These guys just aren't walking, are they?  What it's supposed to be showing here is that a request has been made, a lot of good my graphics are doing here, but a request has been made from a site and the information request comes from the local facility there, goes up to CDS, CDS then goes out to IMS or historical, gets the information, and brings it down altogether and delivers it to the requestor.
Data writes.  The data writes are near real-time from IMS, that's HL7 messaging and the interface engines.  The information is asynchronous, it's preexisting data, HDR Historical, the batch extraction, and our current write clients are VistA, CHDR, which is DoD, and Home Telehealth.  Our data reads are also near real-time reads, that's the front end of the HDR.  Offline reads are back end.  And the real-time read clients are the same, CHDR, VistAWeb, RDI and RDV, and then our offline read clients are the Corporate Data Warehouse and the Center for Disease Control soon.  Our dependencies currently are the interface engines.  We've had a lot of problems in this area, but the IE is moving to a new BusinessWare 4 that is to be implemented in place down at our national platform in Austin by the end of the year, and I believe it is almost at all of the facilities right now, and then they will turn it all on at one time.  VDEF, the Messaging Team, Standards Terminology Service, the Master Patient Index, as well as the Corporate Franchise Data Center, which used to be called the Austin Automation Center.  

Sharing and interoperability amongst government agencies is now possible.  We are able to do interoperability for drug/drug interactions as well as drug/allergy interactions, and we are currently serving as the authoritative source for vitals data for Home Telehealth.
So what are our plans for the future?  HDR II is the future.  We are to deploy HDR II, or HDR National Version 2, out Nationally in Spring of 2008.  We have a lot of work to do between now and then, we're in the construction phase right now, we're on iteration 4 out of 6 iterations, we will be moving into full testing around the October-December timeframe.  We're also putting out a lot of service-oriented contracts to make sure that we're ready to stand up.  We're going to do performance testing, we're going to do quality checks, we're going to do an independent IV&V review since the test labs in Bay Pines are not at the level we need to do full integration testing.  We're going to have a review done on the Oracle database as well as the Java coding that we have in place.  These are all going to be independent.  We've been working so closely with this that what we think is working correctly or what looks right to us may not be, so we're going to have these independent reviewers come in and do these reviews before we're ready.  We're also going to have to have another authority to operate completed.  Our current authority to operate goes through August of '08, but prior to deployment of HDR National Version 2 we will need another one on this version of the HDR.  HDR II is going to be a relational schema, again it's based on the HealtheVet architecture that's planned.  It is VHIM conformant and VHIM compliant, so the information coming into the HDR must be VHIM conformant or it will not be stored in the HDR.  Now as I indicated, we've really loosened our standards on that so almost all of the information will be coming in, and we'll be looking closely at the information that we will not be storing.  We expect HDR national to be lightning fast, we will be storing all patient-centric clinical viewable data, and viewable data is key here, so if it's not entered into the client's chart it is not stored in the HDR.  The data persisted in the HDR is going to be 75 years past the year of death, it will implement all of the HealtheVet requirements, and it will use common services such as delivery service, person service, audit service, and the security service as well as many more.
This was going to be a simplified view of HDR National Version 2, but I'm not sure it's going to work either.  But it basically follows the same format of the requestor going to CDS, requesting the information, and instead of IMS being on here, we've replaced it with HDR II and that information is pulled from both of those databases.  We are going to do, and this is within the next couple of months, we are going to take the information that is currently in IMS and do an extraction or a feed of that information into HDR National.  We're also going to do a quality check on that data to make sure that all of the data that's in IMS does come over into HDR National, and that it reflects the same quality of data that what was a 2 before is now a 2, or information like that.
So a request goes in, a clinical event takes place, so information is provided to the HDR.  Preexisting data is your historical data, that information will still be extracted to the sites, it will still be put into a historical database.  The backend again is the HDR data warehouse.  So reengineered application, that information will go directly to HDR II National.  A query comes in, that query goes to CDS National, CDS National goes out to the different databases, pulls that information and delivers it to the client.  Same thing for clinical data feed, it goes directly to the data warehouse, that data is then pushed out to whoever the requestor is, right now it's Corporate Data Warehouse.  Again the reengineered applications, data going down to them.  

This slide just kind of shows you what the difference is between our current HDR and what HDR National Version 2 is going to look like.  IMS is optimized for writes.  Local will be optimized for reads.  IMS uses HL7 messages, National will use VHIM messages.  IMS has limited validation, where HDR National will have enhanced validation.  Right now we only filter on patient and date.  With National you'll be able to filter on any clinical data.  Our reads are synchronous, our writes are asynchronous, with National the reads and writes will be both synchronous as well as asynchronous.  And right now we're at the Corporate Franchise Data Center, with National we'll be both the Corporate Franchise Data Center as well as the regional data centers.  HL7 clob database is where we store right now in IMS, with National it will be relational database.  We are using VHIM right now.  No one really sees it as a VHIM message but it's 2.0.  What we will be deploying with is VHIM 3.5.  Pre HealtheVet we are today, National will be HealtheVet. 

Okay, so the final one is HDR Local.  What is HDR local going to be?  It's going to consist of four Independent Regional Databases.  It too will be VHIM conformant, it's also going to be optimized for reads, and it's even going to have a faster response time.  So rather than having to go out to the National, all that data being collected from National then brought down to the requestor, the request will actually go to the Regional Data Center.  Just like a VISN, you're going to have a Regional Data Center, so all the information within what is identified as the Center for Regional Area, the information will be stored there.  The reengineered applications will actually be working off of the local databases.  So the information will come back to you faster because we don't have to go through as much information at a Regional or a Local level as you would at a National level.  It will store the same type of information, it will be synchronized data, it too will implement all the HealtheVet requirements.  It will store or persist the data for a limited number of years.  What they've been talking about is three years.  Maybe it will be one year, maybe it will be five years, but National will store it to 75.  This way the Regional Data Centers will not have to store as much information, and again it will utilize the common services.
So what this picture is depicting is two HDR Locals and one National version.  So you have data added to National, then that data is copied out to the Locals as needed.  So when a request comes in, it goes out to the Locals.  Now you have information added to the Local sites, again this is through your reengineered applications.  That information automatically updates National, and then National will automatically update any of the other Local sites that request the information.  So say a patient has been seen at local #1 and then he goes on vacation and he goes to a Medical Center in a different area, and that information happens to be stored in local #2.  Well National will put that information, well it's automatically updated into National, National will see that that Local does not have that information and automatically feed that information to Local.
This is just a summary of National and Local together, so data writes, real-time using VHIM messaging, synchronous, asynchronous, preexisting data again will be historical, which is a batch extraction, and the write clients will be VistA and all of the clinical applications.  The data reads will be real-time reads, offline reads again will be the back end, real-time read clients are all clinical applications, and our offline read clients again will be the Corporate Data Warehouse, the CDC, and any others.  Our dependencies here is VHIM, Standards Terminology Service, Common Services, Security, the HealtheVet Infrastructure, Corporate Franchise Data Center, as well as the Regional Data Centers.
This is our deployment strategy here, so HDR National Version 1 has been released.  It is as I had indicated before, on one national platform, it's located at the Corporate Franchise Data center in Austin.  HDR National will also be deployed there.  HDR local will go out to the four Regional Data Centers.  And last on here is that the HDR will be complete in 2010.  When I say complete, I'm saying that the infrastructure is in place, that we are out there and providers are using the information from the HDR.  What will not be out there by 2010 is all of the domain information added to the HDR.  As Glenn indicated, it takes a long time to standardize data, they're looking at ways to speed up the process.  We're looking at ways to speed up the process to get the information into the HDR, but it does take a long time.  We thought we could average probably four domains per year and that would really be pushing it.  I know that we're looking at other ways to decouple ourselves from the Standards and Terminology Service to get the infrastructure in place for all of the domains, but those decisions are yet to be made on that.  And when I was doing my figuring four domains per month, or four domains per year, it would actually take us out to 2015 until I have all 30 domains into the HDR. 

Again this is just our schedule here, where we're at, where we're going.  And now I'm going to turn the remainder of the time over to Clyde, where he's going to cover the lessons learned for the HDR.
Clyde:  Since we're talking about lessons learned, I've learned a lesson at this conference now that I've been here a couple of years in a row.  I've learned how you tell if you have a really good presentation, and it's not whether you guys fall asleep or not, it's whether the sound guy in the back is paying any attention to you.  I told Mike Hendry, our room director, before we got going that if we got to the point where I got up and everybody looked like they were asleep, go ahead and start the music and I'll try to dance, but everybody can join in with us and we'll make the class one of the memorable one.  Lessons learned can be a very boring topic, but let me just go through a couple of lessons.  I got with my fellow Project Managers on HDR and we tried to come up with some of the things we've learned over the course of the last 3, 4, 5 years in HDR, and we're trying to work with other groups and trying to get this all accomplished.  There's a number of them here, I'll try to explain a couple of them.  One thing is we definitely underestimated what it's going to take to store all this data.  I think we started out with about 30 terabytes in the HDR system and quickly learned that that's probably not enough, and of course won't be enough, and that was just enough to cover the first four domains.  I think we've almost doubled that now in trying to come up with back-up strategies for the data and things like that, we've learned that HDR IMS alone can take 30 terabytes.  There are limitations to the WAN, the infrastructure of the VA, those are sort of easy to find but sometimes difficult to tell whether you're going to break those or not.  So we've had to pull in a lot of the infrastructure resources to work hand in hand with us to make sure that we're not going to break something along the way, that the bandwidth on the network is sufficient for us to communicate.
We've also had some difficulty in working with the Corporate Franchise Data Center, understanding that they've sort of traditionally been a batch processing.  Does everybody know what batch processing is?  We operate off hours, sort of when you need to do it.  They weren't really oriented to being a 24/7 shop, meaning that we're up 24 hours a day, 7 days a week, 365 days a year, and you have very minimal maintenance windows along with very minimal backup windows to be able to accomplish feeding data out continuously.  We've been working with them quite heavily on trying to get our backup time down, our backup time for that initial 30 terabytes has grown and grown as the data has grown, and we were up to about 9 hours it took to backup that data.  We've cut that down now to about an hour, we hope to have it down to 30 minutes in the next month or so.  So we've had to work with them and orient them in a little different business model.  We also underestimated the interest in some of this data.  Gloria mentioned the historical framework or the historical section of HDR consists of not only the database that holds all that historical information but it also consists of a tool that we developed to go out to VistA and copy that information out.  When it got published that we had this tool, could go out and copy data out of the VistA systems clear across the country, put it all together, all of a sudden there was a lot of interest in that tool.  So there's discussions around that tool and whether we need to make that a production tool and allow others access, or have a team that can manage that tool to allow access to additional information to accomplish other projects and things that are going on within VA that can help us better our care.  We underestimated the uniqueness of 128 systems.  Who would have thought that 128 systems meant 128 systems?  We found some sites, like El Paso, that actually was using some of the modules not really the way most of the sites were using them, and some of the information was just being put in as a text comment instead of using some of the fields.  So we definitely underestimated that uniqueness that we've created within our system now.
We probably underestimated, as Glenn pointed out, the complexity of data standardization.  I mentioned yesterday in our class that originally when HDR started out we were going to do mapping, we were going to let 128 sites still be 128 sites, but we were going to map all those terms to a common format.   After we got looking at that and we figured out that it was going to take about 18 years or something like that to do that activity, we decided let's do data standardization and bring everybody into one standard instead, that will be quicker.  That probably was an underestimation.  It's very complex, and that process requires a lot of work and some time to get through.
We've had some difficulty in coming up with test systems that are sufficient to test the HDR and all the things the HDR is about.  If you can imagine, our system now is we know 128 different sites, right?  And so our process of putting a patch out is to create the patch, test it in a test environment, roll it out to three beta sites, and you guys bang at it for a little while, see if you can break it, for up to two weeks, and if everything goes well then we can release it to the nation, right?  Well that doesn't really work with a centralized database.  We have to create a different paradigm of how we're going to test, how we're going to implement to do those alpha and beta tests.  So that's been another hurdle for us to climb over.
We also have run into some walls about monitoring.  It's very interesting when you start looking through the flow of how the information gets through all the systems to the HDR.  Gloria mentioned that we put out a trigger patch, which adds essentially a call within the application.  When you go into vitals and enter a blood pressure, there's something in the code that says trigger this V def thing, and it sends this request out to what we call V def, which is an application that will build an HL7 record for us.  It sits in a queue and then the V def builds the HL7 record, then the HL7 record which contains all that information for that vital in just one big long stream of characters is sent to an interface engine that's located locally, and then that local interface engine sends it to a central interface engine that can tell all the partners that it needs to send that HL7 message to, and then it's sent to that partner.  Well once you put all these different pieces together what you do is you come up with a necklace, so to speak, that can break at any link that's in that necklace.  And we found very quickly that we probably didn't have the sufficient monitoring tools to monitor every one of those links within the chain, and so we scrambled and put a lot of processes in place to try to monitor as best we can all of those different links.  We also found that we probably in our interim solution probably overlooked a couple of things.  Gloria mentioned asynchronous and synchronous, does everybody know what that means?  Yes, no?  Okay.  Let me just explain it real quick here, I equate synchronous to the teenage boy that just met a girl and is shaking her hand and won't let go until he gets a phone number.  What does he want?  He wants that phone number and he's not going to let go of that hand until he gets the phone number, right?  So that's a synchronous communication, we stay connected to each other until the requestor is getting what he wants.  And asynchronous is exactly the opposite of that, sort of like the U.S. mail service, I drop a letter in the mailbox and if it gets there great, if it doesn't great, if I get a response oh well.  And that's sort of an asynchronous thing.  So a request is made, and that's sort of our system now.  The trigger is triggered, but there's no handshake or holding onto that hand to make sure that that HL7 message actually made it to the HDR, and that's one of our flaws that Gloria mentioned, that that interim solution was to prove a certain point and it didn't have all the bells and whistles that we're trying to put in the final product of the project, which is under our HDR II title, or National Version 2 title.  So there is some nuances that we've found in trying to monitor all these pieces and make sure as best we can that all the information is coming through to us.
Last slide, everybody clap.  VistA applications, the maintenance program, I sort of already talked about that one in the alpha and beta and how do we actually do that.  There is some high value, as Gloria mentioned, in coming up with a centralized source, and we've sort of seen some of that just with the little bit that we've done already.  There's an application out there called the RDI, Remote Data Interoperability, I'm not sure how many of you have had the experience of using that yet.  What that application does is in communication with the CHDR team, they're sort of hooked together, they actually call through the CDS service the HDR database, and we package together all the allergies and all the current prescriptions, send them back out to a site, and there's actually drug/drug drug/allergy checks that are done on a national basis.  So all of a sudden a provider that's trying to fill an order can tell whether the order's already been filled in another location, or whether there's an allergy in a different location that they didn't know about that would cause a problem.  So that's the kind of value that can be added to our care giving of our veterans by this centralized database.  There is a cost associated with that.  It's just like going out and buying a house, the more you spend the nicer the house, right?  We've all seen the shows on TV about improving houses and building houses, and you can get to the point where you walk through and the lights go on without you touching the wall or doing anything, well the more you want to spend, the greater value you can get.  So there is a cost associated with creating the HDR, but it is a cornerstone of our new HealtheVet and My HealtheVet structures that we're moving to.
We've also found that in certain situations, when you put a team together to develop the software there can be some nuances in working with virtual teams versus local teams.  Our CDS team has been a very highly, highly collaborative team and it's benefited them quite heavily to be located in the same place.  Other teams, our historical team is mainly in Bay Pines, Florida, where the management is in Salt Lake City, Utah, but that team has been able to work out quite well being virtual.  So we're learning not only how teams can work beneficially together, but also virtually, and the difference in the management of those teams to accomplish the goals.
One of the tools that we sort of put in with the HDR data warehousing is this what we call informational error reporting, and they're really not errors, it's just informational reporting, and  I mentioned this yesterday in the class too.  What we do is as the information comes in we sort of check it for reasonability, for lack of a better word.  So is a patient's weight between 45 and 500.  Is a blood pressure between 60 to 200 or something like that.  I'm not sure what those ranges were, I can't remember them, we worked with VSSC on some of those in getting what the reasonability is.  But when somebody comes in with a blood pressure of 60/1200 it seems a little weird.  When a patient comes in with a weight of 5000 pounds it seems a little weird.  So we don't change the data, but we have created reports that show this information.  It emphasizes the point that as we reengineer and go forward, we need to have some tight control, or as Gloria mentioned, some warning for providers and nurses, clinicians, whoever is doing data entry, for the reasonability.  Did you accidentally type in an extra zero, is this the value you really meant to enter, when it seems outside of a threshold.  There's a lot of teams we've coordinated with, as more and more people get involved we can define more and more things that people think are great ideas, and that can or can't effect the scope of the HDR.  We have a change control that we go through to try to manage some of that scope.  Some of it sort of exceeds what we had envisioned, or what we ever imagined we would do, and we try to manage those as best we can.  So controlling scope has been definitely lessons learned.  We have also learned how important it is for the Enterprise to have some architecture or framework that we're building under.  Without that it's us going this way, CHDR going this way, lab or engineering going another way, and we're just not getting together into the same umbrella so that when we're done we're all shielded from the rain and we can accomplish the goals of the organization.  The other thing we've dealt with all the time is the change in technology.  It's pretty amazing how quick technology changes and how quick we can have our desires change versus what it takes to develop something to meet our vision.  So those are things that we deal with all the time too.  In fact, we've begun to include in our budgets refresh of equipment because technology is changing.  Some of the equipment that we bought three or four years ago is no longer being sold.  So it's amazing how fast that can affect our organization also.  There's a lot of lessons learned, this is just sort of a brainstorm of our Project Managers on some of the things that have been key to us in the last little bit, but there's a lot more.  The interesting part is that we get to work with so many different teams.  If you saw our dependency list you'd be blown out of the water how many people we're dependent on and are dependent on us, but it's a great opportunity to work together with these other teams to create something that will help us provide better care for our veterans.  That's sort of pretty much the end of ours, so anybody that has questions, if you want to write them down on those cards we'll be happy to sort of disperse those out.
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